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1. Introduction

This paper deseribes a new unbalanced 4-
stage analysis of variance (ANOVA) model developed
as part of Canada's 1977 National Geochemical
Reconnaissance (NGR) Program. Implementation to
several center-lake sediment surveys covering
over 55,000 square miles (see Figure 1) has been
completed during the summer of 1977, A general-
ized computer program that calculates point and
interval estimates for the variance compeonents
and approximate F~tests for the individual

components differing from zero will be highlighted.

OQutstanding statistical issues inherent in the
design will be btriefly addressed in the last
section. .
Multi-gstage nested sampling designs have
been used in large scale regional geochemical
surveys to determine the relative magnitudes of
the data variability across the region, on some
local scales, and in the laboratory. Appropriate
interpretation of the varlation of the geological
and geochemical data (e.g., see Miesch [23]) leads
to the production of reliable (i.e., statistically
reproducible) geochemical maps in addition to the
‘development of more effiecient sampling plans for
future surveys. The literature on such geochem
ical studies has been extensive since the land-
mark paper of Krumbein and Slack [19], which empl-
oyed the classical ANOVA method using balanced '
data (i.e., equal sub-class numbers) for simultan-
eously estimating the components of variance at
the nested sampling stages, Similar ANOVA methods
were applied to regiomal and exploration gecchem-
ical problems during the mid-1960's to early
1970's, as exemplified by Miesch {22], Howarth
and Lowenstein [18}, Garrett [11,12], Michie [21],
and Bolviken and Sinding-Larsen {6 ]. A major
limitation of the completely balanced layout was
the large concentration of samples (hence degrees
of freedom) at the lowest sampling stage that
gsometimes led to large disparities in the precis-
ion of the variance component estimates, as well
as making the survey prohibitively expensive.
Figure 2 illustrates a 4-stage balanced and un-
balanced nested design where ¥ refers to the
total number of samples to be collected and anal-
ysed, L 1s the number of levels (stages) in the
design, and k is the number of replication groups
at level one. The UB/B ratio of Figure 3 clearly
shows the sample efficiency of unbalanced designs,
particularly where greater than 4 levels are used.
During the 1970's, Miesch and his co-workers
in the Branch of Reglonal Geochemistry of the
U.S. Geological Survey have done much to develop
the use of unbalanced nested ANOVA models in
geochemical studies (e.g., see Miesch [24}, Ebens
and McNeal { 9], Tidball and Severson [32]). The
latter two articles illustrate their application
of the favourable staggered (unbalanced) design
(e.g., see Bainbridge [ 4], Leone et al. {20],
Anderson { 1]}, in which the degrees of freedom
for the ANOVA variance component estimation are
spread quite evenly over all sampling levels.
2. Statistical Model and Computational Method
Since the first Canadian lake sediment
regional geochemical reconnaissance survey in

Reprinted from the 1978 Statistical Compuling Section
Proceedings of the American Statistical Association.

360

1974 (see Hornbrook and Garrett {17] for a detail-
ed description of the survey methodology), the
major sampling plan consideration was adequate
coverage of a geographic or geologic unit to
ensure with high probability the detection of
mineral exploration targets when they existed,
whereupon further mineral exploration activity
would hopefully lead to the discovery of signifi-
cant mineral occurrences (e.g., see Garrett [13]
for recent developments and references on this
aspect). The secondary {(but still very important)
aspect of these surveys was the evaluation of
sampling and analytical variation {in a quality
control sense), leading to the production of
stable regional geochemical maps that highlighted
major regional geochemical trends. See Garrett
and Goss [14) for further details on this topic.

The above considerations saw the evolution of
an unbalanced nested sampling design for the 1977
lake sediment regional geochemical reconnalssance
surveys where the proportion of the variation at
the regional {i.e., between grid cells), 5 sq.
mile grid cell, lake and analytical levels could
be determined; furthermore, all 5 sq. mile cells
containing suitable lakes were at least sampled
once to satisfy the mineral exploration constralnt,
while every randomly chosen 16th cell (i.e., about
6% replication) involved sub-sampling within the
cell (to estimate cell variability),within a lake
(to estimate lake variability),and for analytical
purposes to satisfy the quality control constraints.
Figure 4 illustrates the typical field sampling
grid. See Garrett and Goss [14] for details on
the survey design. The resulting sample scheme,
denoted a 4-stage inverted nested design (Bain-
bridge [ 4]) due to the large concentration of
degrees of freedom at the top sampling level, is
displayed for one replication block of 16 cells
in Figure 5. The data structure Type I was the
designed layout but Type II occurred in places
wherée sample material drawn from a lake duplicate
was insufficlent to generate the analytical dup-
licate.

The statistical model may be expressed follow-
ing Leone et al, {20] or Anderson and Bancroft

[2dast wyyn = wbag +boey ¥ o ¥ enign
1ikm represents an individual analysis;

¥ is the true overall mean concentration of the
element of interest; ai,bj,ck, and e represent

additive contributions due to the sampled cells,
lakes in cells, samples in lakes and split samples~
it is assumed that a,b,c, and e are random and

NID varggbles with zero means and constant vari-
ances 0;-, of , and 03 respectively., Although

where x

]

b b4
several techoniques exist for estimating variance
components from unbalanced data (e.g., see Searle
[28], Rac {26]) the classical ANOVA approach was
used because of its simplicity, and its successful
and complementary usage in geochemical surveys at
the United States Geological Survey. By pooling
a1l gums of squares for each stage of sampling
(following Ganguli's {10] procedure)}, the vari-
ance compeonents are straightforwardly estimated
for the inverted and multi-structured design.




The analysis of variance formulas are presented in
Table 1.

Apart from the establishment of the relative
variability in the data it is desirable to constr-
uct approximate F-tests for the observed variance
components of the design. For example, it would
be impractical! to map the variation among grid
cells 1f there was a good chance (statistically)
that no variation actually exists, Essentially,
the test 1s accomplished by forming synthesized
mean squares for the denominator of the observed
F ratio and then employing Satterthwaite's form-
ula for computing the asscciated degrees of free-
dom (Satterthwaite [27}). This precedure has been
widely applied to unbalanced nested designs {(e.g.,
see Tietjen and Moore [33], Smee {291), and was
used in our model to test whethet the variance
component estimates, 02 and Ub , are significantly

different from zero. Note that the test of the
hypothesis 0% = ) can be done directly as in bal-

anced designs (i.e.,.by forming the F ratioc as
MSC/MSE).

The theory for constructing confidence inter-
val estimates for variance components from unbal-
anced data is largely incouplete (e.g., see Searle
[28}, Anderson and Bancroft [ 2 )). However, there
exist several different methods for obtaining such
estimates for balanced or slightly unbalanced
data. Although our inverted nested design violates
this latter assumption, it was felt that much
could be learned by experimenting with "approx-
imate" confidence interval estimates for the var-
iance components. Thus, following Boardman's
[ 5] investigation on the accuracy of nine methods
for constructing an approximate confidence interval
about og in a two level balanced nested design

(where yiJ p o+ ay + bj( y? a; ~ NIDp (0, ci ), bj

~ NID (0, og )), we have adapted the Satterthwaite

and Williams-Tukey procedures for calculating con-
fidence interval estimates about og . ag , and

03' (see Boardman { 5; p.255) for a summary of

the formulas used)., In addition, the exact 95%
confidence interval estimate for o% (assuming

normality) was calculated as [SSE/X 025(DF(E)),
SSE/X 975(DF(F))], as #llustrated in Anderson

and Bancroft {2]. 1Incidentally, a recent impro-
vement on the Williams-Tukey interval estimate
for unbalanced data {see Thomas and Hultquist
[31)) will be incorporated inte the computer pro-
gram at a later date.

Finally, a useful empirical variance ratio,
v, derived from the estimated variance components
to assist in evaluating the "effectiveness" of
the sampling design was calculated by v=s§ (s%

s§'+sg )"1; large values of v {*>1) wusually

indicate no further sampling or analytical effort
ig required to describe the compositional differ-
?nCES among cells at the regional level (Mliesch
241).

3. Iliustration of Computer Program

A generalized computer program (called
UANOVA) was developed to handle complex (e.g.,
multi-structured data sets) unbalanced nested
designs for up to nine stages employing the
ANOVA method for estimating the variance compon-
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ents. Initial program development began with the
Postma and White {25] program. Note that the
ANOVA formulas as exemplified by Table ! assume

a completely random effects model for infinite
populations (see Snee [29} for further details).
The results of a test set of data for uranium

in the 1977 Ontario survey are presented in
Table 2 solely as an example of the computer out-
put. Logarithmic (base 10} and square root trans-
forms are options in the program to assist the
user in altering the data so as to more readily
conform to the model assumptions (i.e., normality,
additivity, and homogeneity of variance). The
common use of the log transform in geochemical
studies is discussed in Miesch {24}, Most of

the printout abbreviations of Table 2 are self-
explanatory, along with the following summary of
terminology and ad hoc decisions:

¢ Unit Size = cumulative sample size at each
level (LVL) or stage of the design,

¢ Percent of Total = relative contribution of
each variance component expressed as a percent

of total variation; any negative estimate of
variance component is treated as zero under this
column but is otherwise used in its negative
form in the (unbiased) variance of the mean,
v(®), calculations (defined below) as long as the
negative contributions do not lead to an over-
all negative v(R); see Searle [28] for a summary
of alternative suggestions for handling negative
estimates.

e Synthesized Mean Square - the denominator, or
error mean square, has been synthesized (e.g.,
see Snee [29]) for the ensuing approximate F-
test only at the levels corresponding to the
footnote (2) attached to the '"Computed DOR"
column; negative variance component estimates

may be invelved in the calculation of the synth-
esized mean square as long as the net result is
not negative (in this situation, the F-test is
aborted); see Snee [29}, Gaylor and Hopper {15],
Searle [28], and Cummings {7 ] for additional
work and references in this area.

¢ Computed DOF - the accuracy of this approxim-
ation is also discussed by the above authors;

in section 4, this topic is addressed Erom the
context of our inverted nested design.

e Approx. F-Ratio = ratio of "Mean Square" to
"Synthesized Mean Square" columns for the respect—
ive level of the design.

® Prob. value = probability of the observed F-
ratio gilven the respective degrees of freedom
{column &, column 10).

e Estimated Population Mean = ¥
in Table 1, e
e Estimated Variance of Mean = v (X
as: {Leone et al. [20]) o o

2. 2 2 2 2
[ny Js, + (§j“13.)s * §k“ijk) o st

ag defined

‘)is given

e 95% Confidence Limits Around Mean = %+t
(. 025, n~-1) v (%, ) where t 1s the usual

Student's t value corresponding to .025 confld-
ence probability with n-1 degrees of freedom (as
suggested by Anderson and Bancroft [21]).
4, Conclusions and Qutstanding Statistical Issues
The application of multi-stage inverted nested
sampling designs to reglonal geochemlcal recon-
naissances such as Canada's NGR {s a natural
choice considering the constraints of mineral




exploration surveys (l.e., fine areal sampling)
and the costs of sample collection and analysis,
Although this application has extended studies
into areas where little theoretical work has

been undertaken, the results obtained are sens-
ible when viewed empirically by geochemists. As
approximate as the results may be they have prov~
ided objective criteria which have helped in the
critical assessment of the survey data and
sampling design (see Garrett and Goss [l4}).
Bainbridge [ 4 ] had considered such designs as
potentially very efficient because the confidence
interval estimate for the variance component at
the highest sampling level has the largest
degrees of freedom, precisely where they are most
needed. Empirical studies on the sampling
distributions of variance components for Bain-
bridge's 4-stage inverted nested design (Leone

et al, [20]) indicated the design is reasonably
robust, although further research is needed.

The theoretical properties of multi-stage
(>3) inverted nested designs having mixed data
structures 1s sorely lacking, particularly with
respect to variance component estimation techn—~
iques, the design effects on the model's distri-
butional assumptions, and the hypothesis testing
of variance components. Anderson and Crump {31,
and Goldsmith and Gaylor [16] have studied the
optimum combination of sampling gtructures for
2 and 3-stage nested designs using the ANOVA
method. This pooling procedure across multiple
data structures avoids more complicated analyses
such as maximum likelihood estimation of variance
components at the expense of losing information
about the structure effects (Anderson [ 1 }). None-
theless, recent developments of alternative var-
lance component estimation procedures (e,g., see
Swallow and Searle [30], Searle [28]) are seri-
cusly questioning the efficiency and desirable
optimality criteria of the ANOVA approach to
unbalanced data.

The approximate F-test for variance component
testing described in section 2 assumes incorrectly
that the ANOVA mean squares are independent and
have chi-square type distributions. The robusi-
ness of these assumptions was analysed (using
a very similar F-test) for selected 3-stage un-
balanced nested designs having mixed sampling
structures that deliberately violated the’
assumptions (see Cummings and Gaylor [8 }). In
general, the F-test appeared satisfactory for a
wide range of variance component ratios for
extremely unbalanced nested designs, but exten-
gions for the testing of 4th and higher stage
variance components in unbalanced nested designs
remain unclear. .

As a final note, it is hoped that the avail-
ability of this computer program to handle multi-
stage unbalanced nested designs will encourage
greater use and further improvements in the
techniques adopted, particularly in a variety of
geological and geochemical studies. The program
is being submitted for publicatien in Computers
and Geosclence, a journal of the International
Association of Mathematical Geology. Immediate
requests may be sent to R.G. Garrett, Geological
Survey of Canada, 601 Booth Street, Ottawa,
Ontario, K14 0E8, Canada.
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TABLE 1: ANALYSIS OF VARIANCE FOR 4-STAGE NESTED DESIGN
Yariation Bagraes of 2
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TABLE 2:

BLOCKS FROM THE 1977 ONTARIO NGR/URP SURVEY

ANALYSIS OF vaRr
DATA TRANSFORM

LvL YAREATION

BETWEEN
) CELLS
a LAKES IN
2 SHPLS 1N
t ANALS IN
TOTALS

TANCE FOR URANIUM
= Lodio

SUM aF nor
SGQUARES
13,052 19

4 LIBIR4E-Q) 5
3 L66132E-p2 El
2 JR2904E-02 5

£3,09% 94

ESTEMATION OUF

VARTANCE COMPONENTS

A W

HEAN UNIT
SGUARE ©SI12E
18522 89

+EBTEBE=0Z a5
IIZEEE=02 20
145809803 95

[1) H5 x NOT SIGHIFICANT: F LE. 0,95
* = F .GT, 0,95 BUT (LE, 0.99
O¢ w F 40T, 0.9% BUT LE, 0.999

ess 2 F ,GT

{?) ERROR MEAN SQUARES SYNTHESIZED AND DEGREES OF FREEDOM COMPUTED BY SATTERTHWAITE 'S APPROXJMATION

+ D.99%

EXPECTED HEAN SQUARE FORMULAE |

E(MS{4}) =
EIMS(N) =
E(HS{2}} =
E(HMSL)}) =

k20000 1,0246
1,0000 i.1322
10000 1,2667
1.0000

1,093 1.1824

1.8667

SUMMARY STATISTICS [ASSUMING NORMALITY) FOR URANIUM

DATA TRANSFORMN

= L0G1o

ESTIMATED POPULATION HEAN =
ESTIMATED YARIANCE OF MEAN =

STANDARD ERROR

OF MEAN w

70256
2 232TIE-02

AB2A2E-0]

9% CONFIDENCE LIMITS ARQUND HEAN AREI

LIHITS IN ORIGINAL UNITS AREI

9%5% CONFIDENCE LIMITS AROUND LEVEL 1 VARTAMCE COMPONENT ARE:
APPROXIMATE CONFYIOENCE LIMITS FOR HIGHER LEVELS. THESE ASSUME A
95% CONFIDENCE LIMITS AROUND LEVEL 2 YARIANCE COMPONENT AREI

5% CONFIDEWCE LIMITS ARQUND LEVEL 3 VARIANCE COMPOHENT ARE|

8% CONFIDENCE LIMITYS AROUND LEVEL & VARIANCE COMPONENT ARE)

37126E=02
2 68255E403 oy
«ASBORE-03 33

PERCENTY

COMPONERY QF TOTAL

6,54
2,65

SYNTHESIZED
HEAN SQUARE

15224TE=02
+123)16E=02
+45809EL0)

LOWER POIRTY
60654 JJO256
6,005 $.0415
1206BFE=03  L4SB09E-D]

122TB4E=00 ,68255E~0)

. +68255E=03

VI4250E=02 ,37126Es02

' sITI26E=02
1054 13531
18TTTIEL0)  ,1353)
27.88

EHPIRICAL VARIANCE RATION ¥y AS A MEASURE OF SAMPLING EFFICIENCY (3) »

f1) SEE SATTERTHWAITE, FuEu» 19‘51 BIGHETYRICS, Vi2s Na24 PP, 110=]14

{23 SEE WILLIAMS. Ju§,y 1962, BIOMETRIKAs V.49, N.142, PP, 278=Z8]

{3} SEE KIESCHs AsTys 1974s V.S, GEOL. SURYV, PROF, PAPER 954=Ay PP, AG=A10
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AND A3D~A32

COMPUTED
DOF
5e5042)

Sahii2)
500

UFPER
+T9859
6,249]

P 1999BERD2

1 2I0TESD]
1 T1T2ME-02

s Y1655E201
+36880E=0]

«18183
21494

TEST DATA FOR AN UNBALANCED ANOVA ~ DESIGN STRUCTURE IS INVERTED AND CONSISTS OF S DATA

- HYPOTHESIS TEST
(VARIANCE COMPONENT » 0)

LRl L L LY To1 Y Ry
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F=RATIO VYALUE
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Sa42 19564 ol
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BY SATTERTHMAITE'S METHOD (1)
8Y WILLIAMS=TUKEY KETHOD (2}

BY SATTERTHWAITEYS METHOD (1)
BY WILLIAMS=TUXEY HETHOD (2}

Y SATTERTHWAITE!S METHOD {1}
BY WILLIAKE=TUKEY METHOD (2)




